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1. INTRODUCTION 
An important problem in the theory of allocation of resources over an 

infinite time horizon is to find easily applicable criteria that can characterize 
the set of efficient (alternatively, inefficient) programs. 

Restricting our attention to the standard aggregative model of economic 
growth, we find that there are two categories of results relating to this problem 
in the existing literature. One category of results relates to some partial 
characterizations of inefficiency under fairly general conditions on the tech
nology (specifically, the production function / satisfies /(0) = 0; / is in
creasing; / is concave; / is continuous). On the necessity side, we have the 
well-known result of Malinvaud [5] that for an inefficient program the 
value of input is bounded away from zero. On the sufficiency side, we know 
that if the sequence of the value of consumption is summable, and the value 
of input is bounded away from zero, then the program is inefficient. These, 
and other related results, are discussed1 in Section 3. 

1 Throughout the paper results (or minor variants of these) that are available in the existing 
literature are stated without proofs. In each case appropriate references where the interested 
reader can find complete proofs, are cited. 
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It is quite clear that these necessity and sufficiency results are weak in 
content, since the class of interesting programs that can lie "in between" is 
rather large. However, for special technologies, which ensure that for every 
efficient program the sequence of the value of consumption is summable, 
these results provide a complete characterization of inefficiency.2 

A second category of results relate to complete characterizations of 
inefficiency under fairly restrictive conditions on the technology (speci
fically, the curvature of the production function has to satisfy some uniformity 
requirements). These include the result of Cass [3] that an interior program 
is inefficient if and only if the sequence of the reciprocals of prices is summable. 
This result and its extensions by Benveniste and Gale [2] and Mitra [6] 
are surveyed in Section 4. 

The restrictive assumptions under which these results are obtained mean 
that under more general circumstances they become inapplicable. More 
precisely, as two examples by Cass [3] demonstrate, the necessity results 
break down when the production function is "flat" for some range (without 
being flat for all ranges); and when the production function has a "kink," 
then the sufficiency result does not obtain. 

It seems sensible, then, in view of the shortcomings of these two categories 
of theorems, to try to steer an intermediate course. That is, one might choose 
an important class of technologies and try to solve the problem stated in the 
first paragraph for these technologies only, but under fairly general assump
tions in all other respects. This is precisely what we attempt in Section 5. 
We focus our attention there on "golden-rule technologies" (that is, those 
which admit of a golden-rule program) since this is certainly the most im
portant and widely accepted set of technologies. It is, of course, clear that 
the results we expect to obtain now will be stronger than the first category 
of results and weaker than the second. 

On the necessity side, we find that if a program is inefficient, then (a) 
there is a sequence of periods for which the input level of this program exceeds 
the golden-rule input level, and (b) the sum of the value of the difference of 
the input level of this program from the golden-rule input level, for the se
quence of periods referred to in (a), is divergent (Theorem 5.1). The sufficiency 
result may be stated as follows. First, we define a variable z, to represent the 
difference of the program's input level at time t from the golden-rule input 
level, if the former exceeds the latter; otherwise, it simply represents the 

2 It has been shown in Mitra [7] that under (A.1)-(A.3) and (A.4*), every efficient program 
has its sequence of the value of consumption summable if and only if (A.5) is satisfied. Since (A.5) 
excludes many interesting technologies (for example, the "golden-rule technologies" discussed 
in Section 5), the scope of the general necessity and sufficiency results, in providing complete 
characterizations of inefficiency, is clearly limited. 
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program's input level at time t. Then we define an "approximate price 
sequence," which can be made as close as we like to the usual (competitive) 
price sequence. If the value of zt at such a price sequence is bounded away 
from zero, the program is inefficient.3 

In providing these results in terms of the (appropriate value of the) 
difference of the program's input level from the golden-rule input level, we 
are following the lead of the famous Phelps-Koopmans theorem. In fact, 
a corollary of the sufficiency theorem is a simple proof of this well-known 
result. But there is other evidence that convinces us that these characteriza
tions are useful. Specifically, we examine the two examples of Cass [3], 
referred to earlier, where (1) the results of Section 3 do not yield enough in
formation to characterize the given programs, and (2) the results of Section 4 
cannot be applied, since the assumptions under which they are proved are 
not satisfied. We find that our results characterize the programs in these 
examples very easily. 

In Section 6 we look at a special case of a golden-rule technology, namely, 
one that is piecewise linear. This is of interest, since we are confronted with 
"flats" and a "kink" in the technology simultaneously, in the simplest way. 
The intuition gained from studying this case might provide characterizations 
in general "open" polyhedral models, which are scarce in the literature. 
Utilizing the simple structure of this technology, we are able to strengthen 
considerably the results of Section 5 (cf. Theorems 6.1, 6.2). The conditions 
of the two theorems are seen to be fairly close, but not equivalent, and this 
is precisely demonstrated by two examples of programs that lie "in between." 

2. THE MODEL 
Consider a one-good economy with a technology given by a function / 

from R+ to itself. The production possibilities consist of inputs x and outputs 
y = f(x) for x > 0. 

The following assumptions on /will be used: 

(A.l) /(0) = 0. 

(A.2) / is strictly increasing for x > 0. 
(A.3) / is concave for x > 0. 
(A.4) / is continuous for x > 0. 

3 For a precise definition of two types of "approximate price sequences," see (3.8) and (5.4). 
For an accurate statement of the sufficiency theorem discussed here, see Theorem 5.2. 
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Under our assumptions, for every x > 0, there exists a left-hand derivative 
of/, denoted by h(x). Also, for every x > 0, there exists a right-hand derivative 
of / , denoted by g(x). By (A.2), h(x) > 0 for x > 0, and g{x) > 0 for x > 0. 
[g(0) can, of course, be infinite.] 

The initial input x is considered to be historically given, and positive. 
A feasible production program is a sequence (x, y) = (x(, yt+1) satisfying 

x0 = x, x, < y, for t > 1, f(xt) = yt+1 for t > 0 (2.1) 

The consumption program c = (ct) generated by (x, y) is defined by 

c, = y, - x , ( > 0 ) for t > l . (2.2) 
(x, y, c) is called a feasible program, it being understood that (x, y) is a pro
duction program, and c is the corresponding consumption program. 

A feasible program (x', y', c') dominates a feasible program (x, y, c) if 
c't > ct for all t > 1, and c\ > c, for some t. A feasible program (x, y, c) is 
inefficient if there is a feasible program that dominates it. A feasible program 
is efficient if it is not inefficient. 

We will associate with a feasible program (x, y, c) a price sequence p = 
(Pt), given by4 

Po = l» Pt+iHx,) = P, for £>0 (2.3) 
At these prices the feasible program (x, y, c) maximizes intertemporal profits 
at each date: 

Pt+ if{x,) - p,x, > pt+ i/(x) - ptx, x > 0, t > 0 (2.4) 
The value of input sequence v = (t;,) associated with a feasible program 
(x, y, c) is given by 

v, = ptxt for f > 0 (2.5) 

A feasible program (x, y, c) is called interior if inf,>0 *t > 0. 

3. SOME GENERAL CHARACTERIZATION RESULTS 

If we restrict ourselves to the minimal set of assumptions (A.1)-(A.4), 
what conditions can tell us whether a feasible program is inefficient or not? 

4 If x, = 0 for some t, then we define p, + 1 by the equation p, + ig(x,) = p,, provided 9(0) is 
finite. If g(0) is infinite, we follow the convention that ps = 0 for s > t. It should be noted that 
given (A.l), feasible programs for which x, = 0 for some finite t are not of much interest to us, 
since they terminate at a finite time period. This is why these details are not included in defini
tion (2.3). 
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This section is devoted to answering this question. A series of interconnected 
results, which represent either necessary or sufficient conditions of in
efficiency, are presented below. The usefulness of these general results is 
demonstrated by applications to special cases, where stronger assumptions 
than (A.1)-(A.4) are used. 

We start with the following characterization result due to Cass [3]. 

LEMMA 3.1 (Cass) Under (A.J) and (A.2), a feasible program (x, y, c) 
is inefficient iff there is a sequence (et) and 1 < t < oo, such that 

0<et<xt for t>t (3.1) 

et+I = f(x,) - f(xt - et) for t>t (3.2) 
Lemma 3.1 represents a complete characterization of inefficiency. How

ever, it is clearly difficult to apply this result directly to test the inefficiency 
of a given feasible program, as, in a sense, it is a "redefinition" of the concept 
of inefficiency. Its merit lies in providing the basis from which useful char
acterizations may be obtained. For example, the well-known necessity 
theorem of inefficiency, stated below, is a direct consequence of it. 

THEOREM 3.1 (Malinvaud) Under (A. 1}-(A.4), ifa feasible program 
(x, y, c) is inefficient, then 

inf ptxt > 0 (3.3) 
<>o 

This theorem yields the following useful corollary: 
COROLLARY 3.1 Under (A.])-(A.4), if a feasible program (x,y,c) 

satisfies 
00 00 

GO > Z P,ct > Z PA (3.4) 
r = l i = l 

for every feasible program (x\ y', c') then it violates (3.3) and is efficient. 

Turning next to sufficient conditions of inefficiency, the following theorem 
seems to be the most general available result. 

THEOREM 3.2 (Mitra) Under (A.1}-(A.4), if a feasible program 
(x, y, c) satisfies 

ptxt>0 for t>0 (3.5) 
and 

00 

Z (PtC,lptyt) < °o (3.6) 
< = i 

then it is inefficient. 
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This result was established in [6] under (A.1)-(A.3) and the following 
additional assumption: 

(A.4*) / is differentiable for x > 0. 

The reader can check that the proof goes through when (A.4*) is replaced 
by (A.4). A useful corollary of this Theorem is 

COROLLARY 3.2 Under (A.1)-(A.4), if an efficient program satisfies 
00 

Z Ptct < °° (3-7) 
r = l 

then it violates (3.3) and satisfies (3.4) for every feasible program (x1, y', c'). 

These general results can be used to obtain complete characterizations 
of inefficiency in special cases where additional useful properties of / are 
known. For example, suppose (A.1)-(A.3) and (A.4*) are satisfied. In addition, 
suppose the following assumption holds: 

(A.5) / satisfies one of the following three conditions: 

(i) inf,>0/'(x) > 1. 
(ii) sup x > 0 / 'M< 1-

(iii) supx>0 fix) = 1 = f'(x) for some x > 0. 
It was shown in [7] that under (A.1)-(A.3),(A.4*), and (A.5), every efficient 
program (x, y,c) satisfies (3.7). Hence, using Theorem 3.1 and Corollary 
3.2, we have the following complete characterization: 

THEOREM 3.3 Under (A.l)-(AJ), (A.4*), and(A.5), a feasible program 
(x, y,c) is inefficient if and only if it satisfies (3.3). 

Particular cases of this theorem have been obtained by McFadden [4] 
and Benveniste [1]. In [4] the production function / is assumed to be linear; 
i.e., f(x) = dx, where d > 0, so that (A.1)-(A.3), (A.4*), and (A.5) are clearly 
satisfied. In [1] / is assumed to satisfy (A.l)-(AJ), (A.4*), and (A.5)(i). 

The general necessity result (Theorem 3.1) and the general sufficiency 
result (Theorem 3.2) are clearly wide apart in their contents. That is, under 
(A.1)-(A.4), there are many feasible programs that satisfy (3.3) and are 
efficient, or that are inefficient and violate (3.6). Furthermore, they are not 
exactly "comparable," in the sense that the two statements do not yield a 
clear idea of the type of programs that lie "in between." Thus it seems worth
while to have a statement of a sufficiency theorem of inefficiency, which can 
be directly compared and contrasted with (3.3). For this purpose the notion 
of an "approximate price sequence" is useful. 
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Given any 0, such that 0 < 8 < 1, an approximate price sequence of type I, 
q(0) = (qt(e)), is defined by5 

4o(0)=l, qt+1(8)h(xt-8xt) = qt(8) for t>0 (3.8) 
Notice that as 8 -> 0, q,(0) -* pt for t ^ 0. We now have the following suf
ficiency result. 

THEOREM 3.4 Under (A.1)-(A.4), if a feasible program (x, y, c) satisfies 

inf qt(8)x, > 0 (3.9) 
<>o 

for someO < 8 < 1, then it is inefficient. 
Proof Suppose (x, y,c) satisfies (3.9) for some 0 < 0 < 1. Then, there is 

e > 0, such that q,(d)x, ^ e for t > 0. Suppose e is a number satisfying 
0 < qt(0)e <0e< 0qt(0)xt. Then e' is well defined by e' = /(xt) — f(xt - e), 
and, furthermore, e' satisfies the condition 0 < qt+1(0)e' <8e< 9qt+1(6)xt+1. 
To check this, note first that since 0 < e < 0xt, e' > 0 by (A.2). Also, 

qt+1(0)e' = qt+1(e)[f(xt)-e)] 
< qt+l{0)h(x, - e)e < qt+1(9)h(x, - 9xt)e 
= qt(0)e<0e<0qt+i(0)xt+l. 

Thus, if we define e0 = \8e, then e(+1, for t > 0, is well defined by et+1 = 
f(xt) — f(x, — et). Furthermore, for t > 0, 0 < et < xt. Hence, by Lemma 
3.1 (x, y, c) is inefficient. ■ 

For a trivial application of Theorem 3.4, consider the case where / is 
linear; i.e., f(x) = dx where d > 0. Then, if a feasible program (x, y,c) sat
isfies (3.3), it satisfies (3.9) for every 0 < 0 < 1. Hence, it is inefficient by 
Theorem 3.4. Thus by Theorem 3.1 we obtain a complete characterization 
of inefficiency in terms of condition (3.3). 

A nontrivial application of the Theorem is that it enables us to obtain the 
result proved in Benveniste [1}. Suppose (A.1)-(A.3), (A.4*), and (A.5)(i) are 
satisfied. Then, following [1], it can be shown that given any feasible program 
(x, y,c), we have sup,>0p,xr < oo. Suppose, now, that a feasible program 
satisfies (3.3); then, using the arguments in [1] again, it can be shown that 
there is N < oo and n > 1, such that xt+N > nxt for t > 0. Hence, choosing 
(1 - 0) = (1/n), we have xt+N(l - 8) > xt for t > 0, or f'(xt+N — 0xt+N) < 
f'(xt) for t > 0. This means that for T > N, qT(0) > qN(0)pT. Since (x,y,c) 
satisfies (3.3), it must satisfy (3.9) as well. Hence, by Theorem 3.4, it is 

5 The qualifications made in footnote 4 also apply to the price sequence (q,(8)). The definition 
of such a price sequence is motivated by the technique of proof employed to obtain a complete 
characterization result in [1]. 
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inefficient. Thus, by Theorem 3.1 we obtain a complete characterization of 
inefficiency in terms of condition (3.3). 

4. COMPLETE CHARACTERIZATIONS 
IN SMOOTH TECHNOLOGIES 

If we assume (A.1)-(A.3) and (A.4*), and, furthermore, impose additional 
conditions on the production / to ensure that its "curvature" behaves uni
formly (these are called "smoothness conditions"), then we can obtain com
plete characterizations of inefficiency. Furthermore, such characterizations 
have the advantage that they are in terms of "observable magnitudes," i.e., 
those that can be calculated along a feasible program without knowing the 
function / itself. 

Notice that it is really not important for the production function actually 
to have "curvature," but that the curvature should satisfy certain uniformity 
requirements. Thus, if/ has positive "curvature" in some range, it should in 
all ranges. Similarly, if it has zero curvature in some range (that is, it is flat), 
then it should be flat everywhere (that is, be a linear production function). 

The most important of the complete characterizations is the one presented 
by Cass [3] (1) because his result relates to an important class of production 
functions, and (2) because his technique of proof can be used to obtain general 
results, as the extensions by Benveniste and Gale [2] and Mitra [6] amply 
demonstrate. 

Cass assumes that / satisfies, in addition to (A.l) and (A.2), 

(C.l) / is twice continuously differentiable for x > 0. 

(C.2) / is strictly concave, with / " < 0 for x > 0. 

(C.3) / satisfies the endpoint conditions: 0 </'(oo) < 1 </'(*) < °o 
for some x > 0. 
His result can be stated as follows: 

THEOREM 4.1 (Cass) Under (A.l), (A.2), and (C.l)-(CJ), an interior 
program (x, y, c) is inefficient if and only if 

t (1/P.) < oo (4.1) 
( = 0 

In extending this result to a wider class of production functions, as well as 
a wider class of feasible programs, Benveniste and Gale [2] assume: 

(B.l) / is twice differentiable for x > 0. 
(B.2) There are positive numbers, E, E', Q, Q', such that 
E<[f'(x)x/f(xj]<E', Q<\_-f"(x)x2/f(x)]<Q' for x > 0 
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THEOREM 4.2 (Benveniste-Gale) Under {B.l) and (B.2), a feasible 
program (x, y, c) is inefficient if and only if 

00 

£ (l/ptxt) < co (4.2) 
r = 0 

It should be noted that while there is considerable overlap between the 
functions treated by Cass and by Benveniste and Gale, there are clearly cases 
in which the result of Cass applies, but not that of Benveniste and Gale, and 
vice versa. Also, the characterizations obtained in Theorems 4.1 and 4.2 
seem to be qualitatively different from the result obtained in Theorem 3.3. 
It therefore seems desirable to obtain a theorem that unifies these results, 
and this is accomplished in [6]. 

In order to state this result, we assume (A.1)-(A.3) and (A.4*), and define 
the share of primary factor in output as 

W{x) = 1 - [f'{x)x/f(x)'j for x > 0; W{x) = 0 for x = 0 
(4.3) 

and consider the following smoothness condition on the feasible program 
(x,y,c): 

CONDITION S For some O < m < M < o o a n d O < 0 < l , 

meW(xt)/xt < {[/(*,) - f(xt - e)]/e/'(x,)} - 1 
< MeW(xt)/xt for 0 < e < dxt, t>0 

THEOREM 4.3 (Mitra) Under (A.1)-(A.3) and (A.4*), a feasible pro
gram (x, y, c) satisfying Condition S is inefficient if and only if it satisfies (3.3) 
and 

00 

£ [W(x5)/psxs] < oo (4.4) 
s = 0 

It should be noted that the results of Cass, Benveniste-Gale, McFadden, 
and Benveniste (which have been discussed above) can be obtained as corol
laries of Theorem 4.3. Furthermore, Theorem 4.3 also provides a complete 
characterization for certain production functions that satisfy (A.1)-(A.3), 
(A.4*), and the assumption 

(A.6) f'(x) > 1 for x > 0, and infx>0/'W = 1-

The criteria proposed in the earlier theorems cannot provide a complete 
characterization of inefficiency for such production functions. For detailed 
analysis of these results, the reader is referred to [6]. 
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5. PARTIAL CHARACTERIZATIONS IN 
GOLDEN-RULE TECHNOLOGIES 

Suppose the production function / does not satisfy the differentiability 
assumption (A.4*) and the uniformity requirements on its curvature, dis
cussed in Section 4; then the complete characterization results break down, 
as the examples in Cass [3, pp. 221-222], and Mitra [6, Section 5] demon
strate. So without these smoothness conditions, can we do any better than 
the rather weak partial characterizations of Section 3? As a matter of fact, 
we can, if we restrict ourselves to "golden-rule technologies"—and these 
are certainly the most important class of technologies one would like to 
discuss, in any case. 

Consider, then, that / satisfies (A.1)-(A.4), and the following additional 
assumption: 

(A.7) There is x < oo, such that f(x) = x; for 0 < x < x, x < f(x) < x; 
for x > x, x > f(x) > x. 

When (A.7) holds, we call x the maximum sustainable input level. Let 
C = [c e R:c = f(x) — x, where 0 < x < x]. Then C c R+, C is nonempty, 
closed, and bounded. Hence there is c* e C such that c* > c for all ce C. 
By (A.7), c* > 0. Consider, next, the set X = [x e R+ :/(x) - x = c*]. X 
is nonempty by the way c* was defined. Also, X is closed and bounded. 
Hence there is x* e X, such that x* < x for all x e X. We call x* the golden-
rule input level and c* the golden-rule consumption level. Since under 
(A.1)-(A.4) and (A.7) we can ensure the existence of a golden-rule input 
level, we refer to production functions satisfying (A.1)-(A.4) and (A.7) as 
"golden-rule technologies." Notice that the way x*, c*, were defined ensure 
that g{x*) < 1, and given any e > 0, g(x* — e) > 1. Also, (A.7) ensures that 
h(x) < 1. 

Given any feasible program (x, y, c), the assumptions (A.1)-(A.4) and (A.7) 
ensure that x,, yt+l, ct+1 <max(x,x) for t > 0. We associate with each 
feasible program (x, y, c) a sequence z = (zr), defined for t > 0 by 

z, = (x, — x*) if x, > x*, z, = x, if xt < x* (5.1) 
We can now proceed to strengthen the partial characterizations obtained 
in Section 3. The main point to be noted about these stronger characteriza
tions is that they are in terms of the value of the difference of the input level 
of the given feasible program from the golden-rule input level. In this respect, 
we are of course following the lead of the famous Phelps-Koopmans theorem. 
In fact, we shall see that a corollary of our sufficiency condition of inefficiency 
is this well-known theorem. On the necessity side, we make use of the simple 
observation that the existence of a golden-rule input level ensures that there 
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is some curvature of the production function near the golden-rule input 
level, and apply methods similar to those used when such curvature is as
sumed to be present to begin with—for example, in the work of Cass [3]. 

We start with the necessity theorem of inefficiency. 

THEOREM 5.1 Under {A.1)-(A.4) and (A.7), if a feasible program 
(x, y, c) is inefficient, then 

(i) condition (3.3) is satisfied; 
(ii) the periods tjfor which x,. > x* are infinite in number; 

j 

(iii) £ PtjiXtj — x*) -* °° as J ~> °°- (5-2) 

Proof If (x,y, c) is inefficient, then (i) follows from Theorem 3.1. To 
prove (ii) and (iii), we note that by Lemma 3.1, there is a sequence (et) and 
1 < T < oo, such that (3.1) and (3.2) are satisfied. 

Suppose, contrary to (ii), there is T < T < oo, such that xt < x* for 
t > T. Then using (3.1), we have for t > T, eI+1 = I fix,) — f(xt — e,)] > 
h(xt)et > et. Hence et > eT > 0 for t > T. Now clearly, {[/(**) — 
f(x* - eT)]/eT} = k>l. Otherwise, if [/(**) - f(x* - eT)~\ < eT, then 
[/(**) — **] ̂  [/(** ~ er) — (x* — eT)~], which contradicts the definition 
of the golden-rule input level. Hence for t > T, 

e,+i = {[/(*,) - fix, - ety\/et}et 

> {[fix*) - fix* - et)]/et}et 

> {U(x*) ~ fix* - eT)yeT}et 

= ke„ 

since e, > eT and x, < x* for t > T. Thus e, -* oo as t -* oo, which contradicts 
(3.2), since 0 < e, < xt < max(x,x). Hence (ii) must hold. 

Suppose, contrary to (iii), that (5.2) is violated. By (3.1), we have et+1 — 
f(xt) ~ fixt ~ et) ^ Hx,)et, so that pt+1el+l > p,e, for t > t. This means 
that for t > x, pte, > pzex = b > 0. Since (5.2) is violated, there is T > x, such 
that for tj > T, we have ptj(xtj — x*) < \b. Hence for tj > T, 

e,J+i = f(xtJ) - fix,. - e,.) 
>fix*)-fixtj-eh) 
= f(x*)-f[x* + ixtj-x*)-etj] 
> hix*)[etj - ixtj - x*)] 
^ e,,[l - {ptJixtJ - x*)/pt.e,.}] 
> etj[\ - {phixtj - x*)/b}l 
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For t > T and t # tj, we have et+1 = f(xt) - f(xt - et) > h(xt)et > e„ 
since x, < x*. Hence for t > 0, 

et+T+i>eT El [1 - {PtMtj ~ x*)/b}] (5.3) 
T < I j < t + T 

Since (5.2) is violated, (5.3) implies that there is £ > 0, such that e, > B for 
t > x. Notice also that since, for t > x, ptet > b, so ptxt > b. Hence, using the 
fact that xt < max(x,x), we have inf,>0p, > 0. This, in turn, implies that 
since p,.(xt. — x*) -* 0 as j - * oo, so (xtj — x*) -* 0 as j-» oo. 

We'observe that {[/(x*) - f{x* - iS)]/(i£)} = IE > 1. Otherwise, if 
f(x*) - f(x* - # ) < i£, then f(x*) - x* < f(x* - $) - (x* - i£), which 
violates the definition of the golden-rule input. Choose 6 such that \ < 6 < 1 
and k' = led > 1. Finally, choose N > T, such that for tj > N, (xt. - x*) < 
5(1 — 6). Then, for tj > N, we have 

«r J + l = f(xt]) ~ f(xtj - etj) 

>f(x*)-f[x* + (xtj-x*)-etj] 
>f(x*)-f[x* + etj(l-6)-etj-] 
= f(x*) - f(x* - 6etJ) 
= {U(x*)-f(x*-eelj)-]/ee,j)eetj 
>{U(x*)-f(x*-dh)yeh}9etj 
>{lf(x*)-f(x*-m/(Meetj 

> Jc9e.. = k'e... 
— 'J 'J 

For t > N and t # tj, we have already noted that e,+1 > e,. Hence, using 
the fact that k' > 1 and the result of (ii), we have e, -> oo as t -» oo, which 
contradicts (3.2), since 0 < e, < xt < max(x, x). Hence (iii) must hold. ■ 

It was indicated earlier that a reason for obtaining the necessity result 
of Theorem 5.1 was that the characterization of Theorem 3.1 was too weak, 
while the characterizations of Section 4 were obtained under too strong a 
set of assumptions. The example of Cass [3, p. 221] illustrates this point 
very well, for there Theorem 3.1 does not yield enough useful information 
to judge the given feasible program to be efficient, while Theorems 4.1-4.3 
give the wrong answer if they are used, since the assumptions under which 
they are proved no longer hold. Thus, a test of the usefulness of Theorem 
5.1 is surely its capability of characterizing the feasible program of this 
example. 

Following Cass, suppose / has a kink at x*, such that h(x*) > 1 > g(x*), 
and for x ^ x*, / is differentiable. Also, / satisfies (A.1)-(A.4) and (A.7). 
Consider the feasible program (x, y, c) from x > x*, defined by (xt+1 — x*) = 
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df'(x,)(xt - x*) for t > 0, with 0 < 9 < 1. Then, xt > x*, and 

pr+i(xr+1 - x*) = 9pt{xt - x*) 
for t > 0. Hence, pt(xt - x*) = ff(x - x*) for t > 0, so that (5.2) is violated. 
Thus, by Theorem 5.1, (x, y, c) is efficient. Notice that since (3.3) is satisfied, 
so Theorem 3.1 is not able to characterize {x,y,c) as efficient. Also, (4.1), 
(4.2), and (4.4) are all satisfied, even though (x, y, c) is efficient. 

We turn our attention, now, to the sufficiency theorem. For this purpose, 
as for Theorem 3.4, the notion of an "approximate price sequence" is useful. 
Given any 9, such that 0 < 9 < 1, define an approximate price sequence of 
typell,r(9) = (r,(9)),by6 

ro(0) = l, r,+1(9)h{xt-9zt) = rt(9) for t > 0 (5.4) 
THEOREM 5.2 Under (A.1)-(A.4) and {A.7), if a feasible program 

(x, y, c) satisfies 
inf rt(6)z, > 0 , 
t>o \D-D) 

for some 0 < 9 < 1, then it is inefficient. 

Proof Suppose (x, y, c) satisfies (5.5) for some 0 < 9 < 1. Then, there is 
e > 0, such that r,(6)z, > e for t > 0. Suppose e is a number satisfying 
0 < r,(9)e <0e< 6r,(0)zt. Then, e' is well defined by e' = f(xt) - f(xt - e), 
and, furthermore, e' satisfies the condition 0 < rt+ ffle' < Oe < 9rt+1(6)zt+1. 
To check this, note first that since 0 < e < 0zt, so by (A.2), e' > 0. Also, 

r,+ 1(0K = r ( + 1 (0)[ / (x t ) - / (x , -e) ] 
< rt+1(9)h(xt — e)e < rt+1(9)h(xt — 9z,)e 
= rt(9)e<9e<9rt+l(9)zt+1. 

Thus, if we define e0 = \9e, then cr+1, for t > 0, is well defined by c,+1 = 
f{xt) — f(xt — et). Also, 0 < e, < zt < xt for t > 0. Hence by Lemma 3.1, 
(x, y, c) is inefficient. ■ 

It should be noted that when (3.9) is not satisfied, (5.5) may still be satisfied, 
and vice versa. Hence Theorem 5.2 is more useful in certain circumstances 
than Theorem 3.4. For example, suppose/(x) = 2x1/2 for x > 0. Then, x* = 1 
and x = 4. Consider the feasible program (x, y,c) from [2(11/10)4- 1], 
given by x, = {2[(t + U)/(t + 10)]4 - 1} for t > 0. Choosing 9 = \, we note 
that rt(9) = [(t + 10)/10]2 for t > 0, and zt > [l/(r + 10)] for t > 0; so (5.5) 

6 The comments of footnote 4 apply to this price sequence as well. 
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is satisfied, and (x, y, c) is inefficient. However, since x, -» x* = 1 as t -* oo, 
so given any 9, such that 0 < 9 < 1, qt{9) -> 0 as t -* oo, violating (3.9).7 

Another test of the usefulness of Theorem 5.2 is its capability of charac
terizing the program in the example of Cass [3, p. 222], where, once again, 
the results of Section 4 are inapplicable, since the assumptions under which 
they are established are violated. Consider, following Cass, that / satisfies 
(A.1)-(A.3), (A.4*), and (A.7), and has a flat for some range of x > x*. More 
precisely, /'(x) > 1 for 0 < x < x*, f'(x) = 1 for x* < x < x < x, and 
f'(x) < 1 for x > x. The feasible program (x, y, c) given by x, = x, with 
x* < x < x, clearly satisfies (5.5) for any 9, such that 0 < 9 < 1, and is, 
therefore, inefficient by Theorem 5.2. Notice, however, that the conditions 
(4.1), (4.2), and (4.4) are all violated by this program. 

As a final test, we show that the Phelps-Koopmans theorem can be 
obtained as a corollary of Theorem 5.2. It should be noted that this result is 
proved in Phelps [8] and Cass [3] under stronger sets of assumptions than 
(A.1)-(A.4) and (A.7). 

COROLLARY 5.1 (Phelps-Koopmans) Under (A.1)-(A.4) and (A.7), 
if a feasible program (x, y, c) satisfies 

lim inf x, > x* (5.6) 
f-»oo 

then it is inefficient. 
Proof If (x, y, c) satisfies (5.6), then there is e > 0, and 0 < t' < oo such 

that (xt - x*) > e for t > t'. Then, for any 9, such that 0 < 9 < 1, we have 
h{x, - 9zt) = h[x,(l - 9) + 9x*) < g(x*) < 1 for t > f, since x, > x* for 
t > t'. Hence r,(9) > rt*(9) for t > t', so that (5.5) is satisfied. Hence, by 
Theorem 5.2, (x, y, c) is inefficient. ■ 

6. A SPECIAL CASE OF FLATS AND KINKS 
A case of interest among golden-rule technologies is a production function 

that is piecewise linear. In such a case the golden-rule input level occurs at a 
kink between two linear sections (alternatively, at a "switching point" be
tween two techniques of production). Viewed as a special case of the pro
duction functions discussed in previous sections, it is of interest because 
here we have, simultaneously, the problem of the "flats" and that of the 
"kink." Viewed as a particular case of an "open" von Neumann model (where 
primary factors, exogenously supplied, limit production), it is of interest 

7 For an example of a case where Theorem 3.4 is more useful than Theorem 5.2, see Example 
6.2 below. 
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since characterizations of inefficiency in open polyhdral models are relatively 
scarce in the literature. 

We will consider the simplest case of piecewise linear technologies.8 

Specifically, we will assume that / satisfies. 

(A.8) f(x) = min(ax, dx + ri) for x > 0, where a > 1, 0 < d < 1, n > 0. 

Under (A.8), the golden-rule input level x* = [n/(a — d)~\, and the maxi
mum sustainable input level x = [n/(l — d)]. 

If we define a capital-input-coefficients matrix A = [n/(a — d), n/(l — dj], 
a labor-coefficients matrix L = [1,1], and a capital-output-coefficients 
matrix B = \anj(a — d), n/(l — d)~\, and if the amount of labor exogenously 
supplied is stationary and normalized to unity, then the technological pos
sibilities are given by the set 

F = [(x, y) e R2+ : Az < x, Lz <\,Bz> y, for some z e R2+~\. 
This is easily recognized as a simple open von Neumann model. The tech
nological possibilities given by !T coincide exactly with those specified by 
(A.8). 

The necessity result of Theorem 5.1 [specifically, condition (iii)] can be 
strengthened under this simple structure, mainly because the curvature 
near the golden-rule input level can be more easily exploited. 

THEOREM 6.1 Under (A.8), if a feasible program (x, y, c) is inefficient, 
then 

(i) condition (3.3) is satisfied; 
(ii) the periods tj, for which xtj > x*, are infinite in number; 
(iii) limsupptj(x(j - x*) > 0 (6.1) 

. /-►CO 

Proof Since (A.8) implies that (A.1)-(A.4) and (A.7) are satisfied, so 
(i) and (ii) follow from Theorem 5.1. 

To prove (iii), suppose, on the contrary, that (6.1) is violated. Note that if 
(x, y, c) is inefficient, then there is a sequence (et) and 1 < T < oo, such that 
(3.1) and (3.2) are satisfied. Then et+1= f(xt) — f(xt — et) > h(xt)et, so that 
p,+ ie,+ i > p,e, for t > x. Hence ptet > pzer = b > 0 for t > x. Since (6.1) is 

8 It is possible to generalize from the simple case, involving two flat sections and a kink at 
the golden-rule input level, to any (finite) number of flat sections. The results become somewhat 
more complicated to state and are, therefore, omitted. It should be mentioned, in this connection, 
that since any smooth technology can be accurately approximated by piecewise linear tech
nologies, it is of interest to know whether characterizations of inefficiency in the latter "approach" 
those in the former (in some appropriate sense) as individual flat sections become small, but the 
number of flats become infinitely large. 
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is violated, there is T > %, such that for tj > T, we have p, (x, — x*) < 
i[(a - l ) / (a - d)]pt.etj. Now, since x ( > x * , so f(xt.) = dxt. + n; also, 
[(x(j. - x*)/etj] < i[(fl - l)/(fl - d)] < 1; so (x(j. - etj) < x* and f(xtj - etj) = 
a(x,. — etj). Hence, for tj > T, 

e>j+i = {[f(x,)-f(xtj - e1)']letj)etj 

= {[/(*,,) - f(x*) + f{x*) - f(xtj - etj)-]/etj}etj 

= {ld(xtj ~ x*) + a(x* - xtJ + etj)~]/e,.}etJ 

= {a- [(a - d)(xtj - x*)/e(.]}e,. 
> [a - i(a - l)]et. = \{a + l)etJ 

since [xtj - x*) < j[(a - l)/(a - dj]e,.. Also, for t>T, t j= tj, et+1 = 
f(xt) — f(xt — et) > h(xt)e, = ae,. Hence, for all t > T, et+1> j(a + l)e,, 
which implies that et -* oo as t -* oo. This contradicts (3.2), since 0 < e, < 
x, < max(x, x). ■ 

The usefulness of Theorem 5.2 is demonstrated, once again, as we can 
obtain from it a sufficiency theorem in terms of conditions that are "fairly 
close" to those proved in the necessity theorem above. 

THEOREM 6.2 Under (A.8), if for a feasible program (x, y, c) 
(i) condition (3.3) is satisfied, 

(ii) the periods tj,for which xt. > x*, are infinite in number, and 

(hi) lim inf pt .(x,. - x*) > 0 (6.2) 
J-»00 

then (x, y, c) is inefficient. 

Proof By (i)-(iii), there is e > 0, such that p,xt > e for t > 0, and 
ptj(xt. — x*) > e for j > 0. Thus, for any 9, such that 0 < 6 < 1, we have 
h(xt - 6zt) = h{xt) for t > 0. Hence, for t > 0, r,(6)zt = p,z, > e, so that (5.5) 
is satisfied. Hence, by Theorem 5.2, (x, y, c) is inefficient. ■ 

The conditions in Theorems 6.1 and 6.2 are not equivalent.9 To clarify 
the difference, we will exhibit programs that lie "in between." First, we give 
an example of an efficient program that satisfies the necessary conditions 
of inefficiency of Theorem 6.1. Then we give an example of an inefficient 

9 It is possible to obtain some stronger necessary conditions and weaker sufficiency condi
tions than those stated in Theorems 6.1 and 6.2, respectively. These are still not equivalent sets 
of conditions, and they add significantly to the complexity of the results; so we chose to omit 
them. 
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program, that does not satisfy the sufficient conditions of inefficiency of 
Theorem 6.2. 

EXAMPLE 6.1 Let a = 6, d = (1/3), n = (17/3). Then x* = 1, x = (17/2). 
Consider the feasible program (x, y, c) from x = 2, defined by x, = 2 for t 
odd (called £;) and by x, = 1 + (i)' for t even (called t}). Hence x, > x* for 
t > 0, so that p, = 3' for t > 0. Thus conditions (i) and (ii) of Theorem 6.1 
are satisfied. Also, pti{xt. — x*) -> oo as t{,-*■ oo; so condition (iii) of Theorem 
6.1 is also satisfied. However, (x, y,c) is efficient. To verify this, suppose it 
were not. Then, there is a sequence (et) and 1 < x < oo, such that (3.1) and 
(3.2) hold. Since ptjzt. -»0 as tj -* oo, so by applying an argument identical to 
that in Theorem 6.1, there is T, such that for tj > T, z,. < ^[(a — l)/(a — d)~\et. 
and etj+l > \(a + l)etj = Q)etJ. For tt > 0, we have etl + i ^ (|)er.. Hence 
et -> oo as t -> oo, which contradicts (3.2), since 0 < e, < x, < max(x, x). 

EXAMPLE 6.2 Let a = 3, d = (i), n = (f). Then x* = 1, x = 4. Consider 
the feasible program (x, y, c) from x = 2, defined by x, = 2 for t odd (called 
tj) and by x, = 1 + (£)' for t even (called t}). Then x, > x* for t > 0, so that 
p, = 3' for t > 0. Thus conditions (i) and (ii) of Theorem 6.2 are satisfied. 
Also, ptj(xt. — x*) -> 0 as tj -> oo; so condition (iii) of Theorem 6.2 is not 
satisfied. However the program is inefficient. To check this, let 6 = (|), and 
notice that h(x0 — 9x0) = (j), h(x, — 0xt) = (j) for t odd, and /i(x, — 6xt) = 3 
for t even. Hence (3.9) is satisfied, so that by Theorem 3.4, (x, y, c) is inefficient. 
Incidentally, this example also illustrates the fact that Theorem 3.4 may be 
applicable in some cases where Theorem 5.2 is not applicable. 
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